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ABSTRACT This chapter recounts efforts to dissect the
cellular and circuit basis of a memory system in the primate
cortex with the goal of extending the insights gained from the
study of normal brain organization in animal models to an
understanding of human cognition and related memory dis-
orders. Primates and humans have developed an extraordi-
nary capacity to process information ‘‘on line,’’ a capacity that
is widely considered to underlay comprehension, thinking,
and so-called executive functions. Understanding the interac-
tions between the major cellular constituents of cortical
circuits—pyramidal and nonpyramidal cells—is considered a
necessary step in unraveling the cellular mechanisms sub-
serving working memory mechanisms and, ultimately, cogni-
tive processes. Evidence from a variety of sources is accumu-
lating to indicate that dopamine has a major role in regulating
the excitability of the cortical circuitry upon which the
working memory function of prefrontal cortex depends. Here,
I describe several direct and indirect intercellular mecha-
nisms for modulating working memory function in prefrontal
cortex based on the localization of dopamine receptors on the
distal dendrites and spines of pyramidal cells and on inter-
neurons in the prefrontal cortex. Interactions between mono-
amines and a compromised cortical circuitry may hold the key
to understanding the variety of memory disorders associated
with aging and disease.

Compared with the well-recognized type of memory process
referred to variously as associative (1), declarative (2), or
episodic (3), ‘‘working memory’’ is a relatively new concept
in neuroscience, though it has a longer tradition in human
cognitive psychology and antecedence in the more familiar
phenomenon of short-term memory (4–6). Working mem-
ory is the ability to hold an item of information transiently
in mind in the service of comprehension, thinking, and
planning (6, 7). Working memory encompasses both storage
and processing functions. In its simplest form, as when
holding in mind a phone number long enough to dial it, the
memory may decay passively andyor instantaneously. In its
most elevated form, working memory serves as a workspace
for holding items of information in mind as they are recalled,
manipulated, andyor associated to other ideas and incoming
information. ‘‘Blackboard of the mind’’ has been a useful
metaphor for the limited capacity and processing dynamics
of the working memory mechanism (for the origin of this
analogy in the speech perception literature, see ref. 8).
Mental arithmetic, imaging a sequence of chess moves,
constructing a sentence, and creation of music or poetry are
examples of the infinite variety of mental gymnastics depen-
dent on the basic operation of working memory. More than
any other form of learning or memory, the mechanisms
underlying working memory come closest to addressing one

of the great issues of neurobiology—the neural basis of
mental representation and the workings of the human mind.

Modular Functional Architecture of Prefrontal Cortical
Areas

Experimental studies in nonhuman primates indicate that
there may be multiple working memory domains, each
localized in a different anatomical subdivision of the pre-
frontal cortex of both human and nonhuman primates, and
each having its own specialized processing and content-
specific storage mechanisms (9–14). Visuospatial processes
engaged in humans by activities such as chess playing,
following maps, recalling one’s location with respect to
landmarks, or painting and drawing from memory, and
studied in animals by delayed-response tasks rely on the
dorsolateral prefrontal convexity both in monkeys (15–20)
and in humans (21, 22). The same cortical areas are consis-
tently activated as human subjects access visuospatial infor-
mation from long-term storage andyor immediate experi-
ence through representation-based action (23–30). In con-
trast, working memory for the features of objects or faces
engages anatomically different prefrontal regions located in
an inferior position in the prefrontal cortex in both species
(14, 31–34). Finally, semantic encoding and retrieval, as well
as other verbal processes, engages a more inferior, insular,
andyor anterior prefrontal region (35–39). To date, nonin-
vasive imaging of human subjects performing working mem-
ory tasks has failed to identify one common locus of a central
‘‘executive’’ processor (6) or ‘‘contention scheduler’’ (40)
that would mediate any and all informational systems.
Indeed, based on anatomical, physiological, and lesion evi-
dence in both monkeys and humans, a ‘‘central executive’’ in
the sense of an all-purpose polymodal processor may not
exist, and to the contrary, a strong case can be made for the
view that the substrates of cognition reside in the parallelism
of the brain’s modularized information processing systems
(9).

Cellular Correlate of Working Memory: Neurons with
‘‘Memory Fields’’

A major advance in our understanding of prefrontal cortex
came in the early 1970s, when electrophysiological studies
revealed that neurons in the prefrontal cortex become
activated during the delay period of a delayed-response trial
when monkeys recalled a visual stimulus that had been
presented at the beginning of a trial (18, 19). It quickly
became evident that the activity of these prefrontal neurons
could be the cellular correlate of a mnemonic event. Indeed,
using an oculomotor version of the classical spatial delayed-
response paradigm, it has recently been possible to show that
prefrontal neurons have memory fields, defined as maximal
firing of a neuron to the representation of a visual target in
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one or a few locations of the visual field—with the same
neuron coding the same location trial after trial and different
neurons coding different locations (Fig. 1; ref. 17). The
neuronal activity displayed in the top part of Fig. 1 is an
example; after the brief presentation of a stimulus at the 1358
location and the introduction of a 5000-ms delay, the neu-
ron’s activity rises sharply during the delay and remains
tonically active in the complete absence of the stimulus or a
response until the response is initiated. Importantly, the
activation occurs maximally every time the animal has to
remember the 1358 location but not when the animal is
remembering targets presented at other locations (e.g., 458,
2258, 3158). Neuronal discharge in the absence of stimuli or
responses has been recorded for as long as 12–15 s in
prefrontal neurons (17, 41). Finally, neuronal activity of a
given cell during the delay period is labile and can expand
and contract as the delay is lengthened or foreshortened (17,
41), as would be expected if a neuron is engaged in dynamic
mnemonic processing. As far as is known, these responses
take place within a narrow range of delays (less than 20 s).
Information that is retained over longer delays, e.g., tens of
seconds, presumably enters intermediate or long-term mem-
ory stores and likely depends upon mechanisms beyond
working memory, perhaps involving long-term potentiation
in the hippocampal formation. The neuronal activation
observed in prefrontal neurons is best viewed as a ref lection
of information that is ‘‘on line.’’

Microarchitecture: The Neuronal Assembly in Prefrontal
Cortex

Subsets of prefrontal neurons in the area of the principal sulcus
(i) are activated phasically in the presence of a visual stimulus,
(ii) are activated tonically during the delay period over which
the stimulus is kept on line, or (iii) show phasic reactivation in
relation to the initiation of a memory-guided response (Fig. 2;
for review, see ref. 42). Many, if not most, prefrontal neurons
respond in more than one phase of the trial, i.e., during the cue,
delay, andyor response periods, and their composite profile
may be due to inputs from neurons whose activation is simpler
and related to only one phase. Thus, prefrontal neuronal
activities are differentially time-locked to the running events in
a delayed-response trial and temporally phased so as to bridge
the time domain, as shown in Fig. 2. The firing profiles of
prefrontal neurons are related to the subfunctions of registra-
tion, memory, and motor control, respectively. We (42) have
hypothesized that the neurons carrying out these component
processes occupy distinct positions within the laminar hierar-
chy of a cortical column (or hypercolumn) which is functionally
dedicated to a particular memorandum (in this instance, a
particular spatial location), in analogy with the columnar
organization of the primary visual cortex. Since the memory-
relatedness of prefrontal neurons can be addressed only in the
awake, behaving primate, one possible way to address these
architectural issues would be to record from multiple units in
both vertical and tangential penetrations in prefrontal cortex

FIG. 1. Repeated recordings from one neuron during the many trials over which a monkey performed an oculomotor delayed-response working
memory task. Over the course of a testing session, the monkey’s ability to make correct memory-guided responses is tested approximately 10–12
times per target location. The neuron’s response is collated over all the trials for a given target location (e.g., 1358, 458, etc.) as a histogram of the
average response per unit time for that location. The activity is shown in relation to the timed events in the task (C, cue; D, delay; R, response)
for each target location. In the example shown, the neuron’s rate of discharge increases maximally during the delay when the target at 1358 location
is no longer present and the monkey is simply maintaining fixation; the neuronal activation is maintained for more than 5000 ms until the response
is made. Delay-period activity is also observed during the delay period for the 908 and 1808 targets but is less than that exhibited for the neuron’s
‘‘best direction,’’ indicating that the neuron’s tuning is rather broad. However, this neuron codes the same location trial after trial; different neurons
(data not shown) code different locations and have different degrees of tuning in working memory. [Reproduced with permission from ref. 17
(Copyright 1989, The American Physiological Society).]
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of trained monkeys. Multiunit recording methods are being
developed in a number of laboratories and should be available
in the near future to allow more precise mapping of function-
ally characterized neurons.

Mechanisms for Constructing Memory Fields: Interactions
Between Pyramidal and Nonpyramidal Neurons in
Prefrontal Cortex

From Cajal on, it has been appreciated that several types of
interneurons populate the cerebral cortex and interact with
pyramidal cells. We now know that the majority of the
interneurons use the inhibitory neurotransmitter, g-aminobut-
yric acid (GABA) as their neurotransmitters, whereas pyra-
midal cells use the excitatory amino acids. Recent evidence
indicates that pyramidal–nonpyramidal interactions may be
critical to the formation of memory fields in prefrontal cortex
just as they are in establishing the orientation specificity of
primary visual neurons (for review, see ref. 45). Wilson et al.
in this laboratory (46) have succeeded in using wave form
analysis to classify functionally characterized neurons as in-
terneurons (thin-spiking neurons) or pyramidal neurons
(broader and higher amplitude spikes) in monkeys as they
performed the oculomotor delayed-response task. This study
showed (i) that interneurons, like pyramidal neurons, express
directional preferences (e.g., neuron FS161 in Fig. 3; ref. 46)
and (ii) that the patterns of activity expressed by closely
adjacent pyramidal and nonpyramidal neurons are often in-
verse, such that as a nonpyramidal neuron increases its rate of
discharge, a nearby pyramidal neuron decreases its rate (com-
pare polar plots of FS161 and RS162 in Fig. 3). These findings

provide suggestive evidence that feedforward inhibition may
play a role in the construction of a memory field in prefrontal
neurons.
Recent studies of prefrontal cortex have also begun to

elucidate the horizontal connections between groups of pyra-
midal cells that contribute to local circuits (47, 48). Leavitt et
al. (47) made small injections of biocytin into specific layers of
the principal sulcus and traced orthogradely transported label.
This study revealed narrow (220–400 mm), stripe-like bands of
terminal label over 7–8 mm of cortex arising from neurons in
layers 2, 3, and 5 at the center of the injection site. Compli-
mentary results have been obtained with the retrograde tracer
cholera toxin B subunit. For example, as shown in Fig. 4,
injections of this tracer, confined to layer IIIc of prefrontal
cortex, labeled clusters of neurons several millimeters distant
from the injection site (48), reminiscent of isoorientation
columns in the primary visual cortex (49) and anatomical
columns formed by long-tract cortico-cortical connections
(50). Fig. 5 illustrates a hypothetical modular architecture for
spatial working memory in which columns of pyramidal neu-
rons with the same “best directions” (e.g., 908, 1808, 2708, etc.)
are interconnected in a manner analogous to the orientation
column system of primary visual cortex (49). The figure also
incorporates a basket cell interconnecting two pyramidal cells
with opposite best directions—a proposed mechanism of re-
ciprocal feedforward inhibition among columns of pyramidal
neurons to accommodate the physiology of spatial working
memory (17). According to this scheme, pyramidal cells with
opposite best directions communicate through inhibitory in-
terneurons such that a pyramidal neuron with a 908 memory
field exhibits enhanced firing during the delay of trials in which

FIG. 2. Prefrontal neurons in the region of the principal sulcus exhibit a variety of patterns of activation during the oculomotor tasks. Some
respond phasically to the occurrence of a target (Top); some respond in relation to the delay (Middle); and some are activated in relation to the
occurrence of a response (Bottom). In all cases, neuronal activity is time-locked to the events of the task and is spatially tuned. The class of neurons
with delay period activity is the focus of this essay. (Figure based on refs. 17, 43, and 44.)
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the monkey is recalling a 908 target but is inhibited on trials
when the memorandum is at the 2708 location. A reciprocal
pathway allows for a pyramidal neuron with a 2708 memory
field to inhibit one with a 908 memory field. The proposed
arrangement of excitatory–inhibitory units, which could ex-
plain the opponent memory fields of neurons in and around
the principal sulcus (an example of which is shown in Fig. 1),
remains to be tested. However, it is clear from single unit
recording that prefrontal neurons have opponent memory
fields (17), that pyramidal cells and interneurons interact (46),
and (from electronmicroscopic evidence) that pyramidal cells

innervate interneurons in the prefrontal cortex (52), and
basket cells innervate pyramidal cells (53) in the manner
illustrated.

Direct and Indirect Modes of Regulation of Pyramidal Cell
Firing By Dopamine

Although it has been known for several decades that the
frontal lobe receives a major dopamine innervation (54–56),
researchers have only recently been able to link dopamine
afferents to specific cellular targets and neuronal circuits.

FIG. 3. (A) Diagram of a basic pyramidal–interneuronal interaction in cerebral cortex; pyramidal glutamatergic neurons innervate the dendrites
of GABAergic interneurons; subsets of GABAergic neurons terminate on various segments of the pyramidal cell. In the diagram, I illustrate a basket
cell subtype the terminals of which contact the cell bodies of pyramidal neurons. (B) Action potentials indicative of interneurons (Upper) and
pyramidal neurons (Lower) used to define functionally characterized cells in C. (C) Inverse responses of fast-spiking (FS161) and regular-spiking
(RS162) pairs of neurons recorded approximately 200 mm apart. Bin width 5 40 ms; 10 trials per direction; the vector plot of tuning for the
FS161yRS162 pair of neurons for 8 target locations shows that FS161 responded maximally to a stimulus presented 138 above the fixation point
(at the 908 location), whereas RS162 responded maximally to stimuli presented at the 2708 location below the fixation point. Firing rates were
normalized so that the maximum vector length is 100%. The circles represent spontaneous firing rates. [Reproduced with permission from ref. 46
(Copyright 1994, The National Academy of Sciences).]

FIG. 4. Summary diagram illustrating the patterns of local horizontal intrinsic connections in prefrontal cortex (Walker’s areas 46 and 9) as
retrogradely labeled with chholera toxin B subunit. Labeled neurons in layer IIIc in particular form spaced clusters of pyramidal cells with presumed
similar best directions. [Reproduced with permission from ref. 48 (Copyright 1995, Wiley–Liss, Inc.).]
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Understanding the details of this linkage in prefrontal circuits
may be important in resolving the various quandaries con-
cerning the mechanisms of dopamine action or cognitive
processes as well as the validity of the dopamine hypothesis of
diseases like schizophrenia. An important development in the
field that may provide some insight into these issues is the
recognition that dopamine’s actions must be viewed within a
wider context of interaction with other neurotransmitter sys-
tems, notably the excitatory amino acid neurotransmitter
glutamate (57, 58), the inhibitory neurotransmitter GABA
(59–61), and the cholinergic neurotransmitters (62). Accord-
ingly, studies in my laboratory have, in recent years, focused on
the functional and chemical architecture of the prefrontal
cortex with particular emphasis on the dopaminergic modu-
latory influences impacting pyramidal cell firing in the pre-
frontal cortex. As the dorsolateral prefrontal cortex in non-
human primates is among the several areas of the primate
brain that both receives a substantial dopamine innervation
(54, 56) and is linked at the circuit and cellular levels to working
memory functions, it represents an excellent model system for
examining these interactions and may provide a clue to the
predominance of prefrontal dysfunction in psychopathologies.
Physiological studies have consistently indicated that dopa-

mine has inhibitory actions on prefrontal cortical neurons
(63–66) and have provided powerful evidence of dopamine
modulation of pyramidal cell excitability (63, 67–70). Recent
anatomical studies have elucidated at least three distinct
substrates that could underlie this interaction. One mode of
action appears to be direct through synapses on the spines of
cortical pyramidal neurons both in monkey (71) and rodent
(72, 73) prefrontal cortex (Fig. 6). Through this mechanism,
dopamine axons are placed in direct contact with the major
projection neurons of the prefrontal cortex—the cortico-
thalamic, cortico-striatal, and cortico-cortical projections—
and presumably can modulate their activity directly. There is
thus a reasonable degree of ‘‘targeting’’ in the dopaminergic
projections to the dorsolateral prefrontal cortex, in addition to
the proverbial ‘‘sprinkler system’’ that has characterized do-
pamine traditionally. However, a second mode of action in
prefrontal cortex is undoubtedly nonsynaptic. Nonsynaptic
neurotransmission may be a pervasive means of altering
pyramidal cell activity as numerous dopamine varicosities are

observed in nonsynaptic relationship to cortical elements (74,
75). For example, D1 receptors have been localized to spines
of pyramidal cells that appear to lack a dopamine synaptic
terminal, but these receptors are invariably apposed to gluta-
matergic synapses on the same spine (53). Members of the D1
family of dopamine receptors have been found to be particu-
larly prominent in the prefrontal cortex of primates (42, 66, 67)
and both D1 and D5 receptor proteins have been localized to
the distal dendrites and spines of pyramidal cells (78). As
mentioned above, there is evidence that the D1 receptor family
may be importantly involved in regulating neurons which
subserve specific working memory functions (63).
A third mode of dopamine action on pyramidal cell firing

may be indirect through feedforward inhibition from nonpy-
ramidal neurons (Fig. 6). We have recently shown that pyra-
midal and nonpyramidal neurons physiologically interact as
monkeys hold a particular item of information in working
memory (14). The indirect action of dopamine on this circuit
derives from two recent discoveries: (i) the identification of
dopamine synaptic contacts on nonpyramidal GABAergic
neurons in prefrontal cortex, though these contacts appear to
be less common than those on pyramidal neurons (71, 75, 79,
80), and (ii) the finding that the D4 member of the D2 family
of dopamine receptors is localized postsynaptically on a subset
of GABA interneurons (81). D4 receptors are also observed in
pyramidal cell spines, though possibly not as densely as are D1
receptors. The localization to interneurons is noteworthy
because it suggests that D2 receptor family sites may prefer-
entially inhabit interneurons, whereas the D1 and the D5
receptors appear to be preferentially localized to pyramidal
neurons (75, 78). These new results raise the interesting
possibility that D4 antagonists may have both direct and
indirect effects on pyramidal cell firing. The direct effects
could be mediated by D4 receptors directly on cortical pyra-
midal cells, where, as mentioned, dopamine’s action is primar-
ily inhibitory. The indirect effects could be mediated by the D4
receptor on nonpyramidal cells. Physiological studies have
shown that dopamine may inhibit pyramidal cell firing, in part,
by activation of certain GABA inhibitory neurons (68, 83) but
other actions are also possible. Further, GABA release in the
cerebral cortex is known to be modulated by D2-like receptors
(83).

FIG. 5. A model of working memory circuitry consisting of modules or clusters of tuned pyramidal neurons (e.g., 908, 1808, and 2708) arrayed
by target location and directly interconnected with each other by their local excitatory axon collaterals (long, thin, curved arrows). Clusters of
pyramidal neurons with like best directions are interconnected in a manner similar to isoorientation columns in visual cortex. Two inhibitory
interneurons (circles, presumed basket cells in the diagram) provide the reciprocal interconnections (arrows) between pyramidal cells with opposite
best directions that could explain the opponent memory fields observed by Funahashi et al. (17). For simplicity, only the 908 to 2708 and 2708 to
908 ensembles are illustrated. For now, the organization of the pyramidal cells with particular memory fields is hypothetical, as is the reciprocity
of the excitatory–inhibitory units. Further analysis of these local circuits is essential for analyzing the neural substrates of working memory.
[Reproduced with permission from ref. 51 (Copyright 1995, Cell Press).]
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It should also be mentioned that the soma and dendrites of
nonpyramidal neurons in the prefrontal cortex are a postsyn-
aptic target of serotoninergic axons, although pyramidal neu-
rons also receive some serotoninergic afferents (84, 85).
Serotonin 5-HT2 receptors have been reported in cortical
interneurons by Morilak et al. (86). The presumed colocaliza-
tion of D4 and serotonin receptors in nonpyramidal neurons
could provide a basis for a synergistic action of these mono-
amines on cognitive function. Given that the atypical neuro-
leptic clozapine has a high affinity for the 5-HT2 as well as the
D4 receptor (87, 88), the new D4 localization data focuses
attention on the nonpyramidal cell as a major target of
pharmacological intervention and offers a possible neural
explanation for the reported improvements in prefrontal func-
tions (e.g., negative symptoms) by atypical neuroleptics (89).
As both dopamine and serotonin have complex effects—
modulating pyramidal cell firing directly and indirectly through
control of nonpyramidal cell firing—understanding the rela-
tive impact of direct and indirect actions of these neurotrans-
mitters on pyramidal cell firing in vivo may hold the key to
effective pharmacotherapy of all classes of symptoms in schizo-
phrenia.

Functional–Anatomic Correlations

Dopamine regulation of excitatory neurotransmission in cor-
tical circuits is supported not only by electrophysiological
studies in slices of rodent prefrontal cortex (68–70), but also
by studies in human cortical ‘‘slices’’ (67) and also in awake
behaving nonhuman primates in which the neurons studied
could be functionally characterized while the monkeys per-
formed a working memory task (63). Our study in primates
took advantage of the remarkable fact that the process of
mental representation can be captured as a sequence of
electrophysiological events in prefrontal neurons (17–19).
Analogous to visual receptive fields recorded in primary visual

cortex, the memory field of a prefrontal neuron is defined as
maximal firing of a neuron during recall or transient storage of
a specific item of information, e.g., the location of an object in
one or a few locations of the visual field (17–19), or the
memory of a particular face or object (14). In ref. 63, we
reported that iontophoretic application of a D1 receptor
antagonist enhanced the memory field of the neurons, i.e.,
increased cell firing only for the cell’s best direction while the
cell’s responses were unaltered during behavioral baseline or
when nonpreferred targets were recalled. This pattern of
selective enhancement of a cell’s mnemonic responses can be
accounted for by a juxtaposition in the recorded cell of an
excitatory input, e.g., from a parietal afferent, and a dopamine
modulatory input such as exists in the triadic synaptic complex
described above. The effect we observed was biphasic—both
excess stimulation and excess blockade of the D1 receptor
inhibited cell firing. Recent in vitro studies by Yang and
Seamans (89) are enlarging our understanding of the ionic
mechanisms by which D1 stimulation regulates pyramidal cell
firing, and such studies together with the findings described
above could provide a cellular basis for the commonly ob-
served deficits in working memory consequent to dopamine
depletion (91, 92) or, as recently demonstrated, to conditions
which result in hyperdopaminergia (93, 94). It is tempting to
speculate that fluctuations of dopamine release and dopamine
receptor occupancy, and consequent effects on excitatory
transmission in information processing pathways, may account
for fluctuations in cognitive performance under different
conditions of performance or even in relation to symptom
expression during the course of schizophrenia both before and
during drug treatment. If both too little and too much dopa-
mine D1 stimulation are detrimental to prefrontal function, as
the aforementioned studies suggest, then different treatment
strategies may be useful at different stages of the disease.
Given the evidence that D1 stimulation can modulate excita-
tory transmission in pyramidal neurons both in vitro and in
vivo, the latter on neurons specifically engaged in working
memory, it will be important to study the potential functional
significance of D1 receptors in the pathophysiology andyor
treatment of schizophrenia. The study on the working mem-
ory-enhancing potential of low doses of D1 receptor antago-
nists administered systemically in our laboratory indicate that
optimal D1 occupancy for cognitive performance is achieved
at low doses (G. V. Williams and P.S.G.-R., unpublished
observations). It will also be of value to examine the effects of
common drug therapies on working memory and to learn
whether cognitive performance can be related to cellular
operations altered by these drugs.
Knowledge of cortical architecture should provide new

insights into the action of neuroleptics and, by inverse reason-
ing, the underlying pathophysiology of the disease. As men-
tioned earlier, the local circuit formed by pyramidal and
nonpyramidal neurons constitutes the elements of an infor-
mation-processing architecture that underlies the capacity to
hold a particular item of information in working memory (14).
Differential innervation of the two principal components of a
functional unit of cortex by dopamine and serotonin, respec-
tively, opens the possibility for an integrated view of cortical
dysfunction in schizophrenia—namely that glutamate, GABA,
serotonin, or dopamine singly or in combination could disturb
the prefrontal circuitry essential for working memory. The
same net effect could be produced by alterations in other
neurotransmitters, for example, cholinergic and adrenergic
neuortransmissions that are as much a part of the cortical
circuitry as the neurotransmitters highlighted in this section.
Thus, dysfunction in any one of these neurotransmitter sys-
tems, their signaling mechanisms andyor biosynthetic path-
ways could produce the same phenotypic end result. Each is an
integral part of an elemental functional circuit whose output
we have shown has consequences for information processing.

FIG. 6. Diagram illustrating two generic synaptic arrangements
involving dopamine and major dopamine receptor subtypes CD1, D4,
and D5 in the synaptic circuitry of the prefrontal cortex. (Left) Direct
mode of pyramidal cell modulation; dopamine (DA) afferents (in red)
labeled with a dopamine-specific antibody terminate on the distal
dendrites (and spines) of a pyramidal cell (black triangles) in the
prefrontal cortex; for further details see Goldman-Rakic et al. (60).
vta, Ventral tagmental area (where dopamine cell bodies reside).
(Right) Indirect mode of pyramidal cell modulation via dopamine
modulation of GABAergic interneurons (blue circle) (81).
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Disturbances in this circuitry could take the form of inade-
quate maintenance of a representation, or even inadequate
cessation of a mental representation in the absence of the
triggering stimulus that might qualify as an hallucination. In
our view, it is possible to imagine how either dopamine excess
or deficiency andyor a pyramidal cell deficiency or both could
alter pyramidal cell modulation in a profound way with the net
effect being that the pyramidal cell can no longer integrate its
myriad informational inputs and no longer maintain informa-
tion on line. Timing of information will be off kilter, and
fragmentation of the thought process could result andyor the
brain systems guiding behavior could be thrown into default
mode, leading to reliance on automatic, prepotent, and ste-
reotypic responses, and absence of forethought.
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